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Abstract 
Electronic image sensors used for nearly all imaging purposes today rely on measuring electrons 

produced by the photoelectric effect.  An inherent limitation of counting electrons produced by the 

photoelectric effect is that chrominance information is lost.  Each measured photoelectron indicates 

only that a photon was absorbed ï current electronic photodetectors have no intrinsic process by 

which to discriminate absorbed photons of the 400nm wavelength variety (blue light) or the 700nm 

variety (red light), or any other wavelength in its response spectra, and therefore regards them as the 

same - thus the basic electronic image sensor is inherently monochromatic.  A number of schemes are 

currently used with electronic image sensors to derive color, each with advantages and tradeoffs.  

New schemes and modifications of existing ones seek to lower cost; improve resolution and color 

accuracy; and decrease light-loss relative to the base monochromatic sensor. 
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1. A brief overview of the monochromatic image sensor 

 

The general function of an image sensor is to convert incoming light (photons) into a signal of some 

sort from which the light information received can be derived. 

 

Electronic image sensors work via the photoelectric effect: as photons strike and are absorbed by the 

photodetector (typically a silicon material in most visible spectrum imaging devices today), 

sufficiently energetic photons (those with energy in excess of the materialôs work function - the 

bandgap separating valence and conductance bands) will transfer their energy to valence electrons 

and cause them to eject from the material, moving into the conductance band.1 

 

These ejected electrons ("photoelectrons") are then collected and stored in potential wells 

("photowells"), from which a voltage measurement of the accumulated charge can be made. This 

voltage is proportional to the number of photoelectrons accumulated, which is proportional to the 

number of photons absorbed by the detector, and gives an indication of the amount of input light. 

 

An image sensor, then, is simply an array of such photodetectors (commonly a two-dimensional area 

sensor, or a one-dimensional array that sweeps an area in time), enabling detection of light intensity 

at each location over the imaging area. 

 

The response spectra for a typical silicon-based image sensor (the most common for imaging 

applications in the human-visible spectrum) spans approximately from 400nm to 1100nm,2 

encompassing the human-visible 400-700nm spectrum as well as part of the near-infrared spectrum. 

 

 
Figure 1.1. Response spectra of the human eye (blue) and silicon-based image sensor (green). Source: Aptina 

Imaging3 

 

                                                            
1 Peterson: How It Works: The Charged-Couple Device, or CCD 
2 Lowrance: A Review of Solid State Image Sensors 
3 Aptina Imaging: Aptina's low-light and near-IR imaging solutions 
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There is however, one key issue with the functionality of this basic photodetector ς it is only able to 
detect luminance information.  An inherent limitation of counting electrons produced by the 
photoelectric effect for image detection purposes is that chrominance information is lost.  For a given 
electronic image sensor, any photon with energy exceeding (or corresponding wavelength below) the 
work function of the surface material is able to eject an electron, which can then be counted.  The color 

information of the photon is encoded in its wavelength, or energy, and this is translated to the ejected 

photoelectron as kinetic energy.  Current electronic image sensors simply count the number of 

accumulated electrons, however, irrespective of their energy, so this chrominance information is lost, 

and the electronic image sensor is inherently monochromatic ï it measures the intensity of light over 

only a single wavelength range encompassing the visible spectrum, and thus is unable to derive 

anything about the spectral distribution of the input light within it.  

 

2. Color detection in the human vision system 
 

Though electronic image sensors are inherently monochromatic, the human vision system is 

obviously not.  How do our eyes accomplish the task of differentiating between different spectral 

distributions of light? 

 

The light -gathering functionality of the human vision system works through a similar process as the 

electronic image sensor, though with a much more complex processing to render an image.  
Photosensitive cells in the retina of the eye convert incoming photons into neural signals, which 
collectively can be interpreted and rendered into an image.  For purposes of imaging, the human eye has 
two types of photosensitive cells ς highly sensitive rods which detect intensity across the visible 
spectrum (and thus are unable to discriminate between colors), and less sensitive cone cells, each of 
which is sensitive to only a portion of the visible spectrum.  Cone cells are classified into one of three 
types (see Fig. 2.1), corresponding to the portion of the spectrum they are sensitive to ς long-
wavelength or L cones (peak sensitivity at 564-580nm wavelengths), medium-wavelength M cones (peak 

sensitivity at 534-545nm), and short-wavelength S cones (peak sensitivity at 420-440nm)4,5.  While no 
single cone cell can distinguish the full spectral distribution of input light, the L, M, and S cones 
collectively detect intensity at three different portions of the visible spectrum, and this information can 

be used to derive a single color representative of the spectral distribution of the input light.6 

 

                                                            
4 Hunt, R.W.G.: The Reproduction of Colour 
5 Günther Wyszecki: Color Science: Concepts and Methods, Quantitative Data and Formulae 
6 Sharpe, Lindsay T., et. al: Opsin genes, cone photopigments, color vision, and color blindness, pg. 3 
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Figure 2.1. Normalized response spectra of human cone cells ï short-wavelength (S), medium (M), long (L)7 

 

Humans are thus classified as "trichromats" ï all color information we see is derived from measuring 

the relative intensities of light in the three wavelength ranges detected by S, M, and L cones. 

 

3. Design objective of color detection schemes in image sensors for 

human use 
 

Since humans employ a trichromatic vision system based on input from the L, M, and S cones, every 

display medium of images intended for human viewing need not emit or reflect the exact spectrum of 

light matching that of the original scene, but simply a combination of intensities in three separate 

wavelength regions, such that the stimulus to the three cone types remain the same.8 

 

Thus for electronic image sensors designed to reproduce images of a scene for human vision, color 

detection need only go so far as categorizing incoming light into one of three wavelength ranges 

("primary colors"), rather than measuring the exact wavelength of each incoming photon. 

 

For the majority of imaging applications, the three wavelengths chosen for use as primary colors 

correspond roughly to a "red", a "green", and a "blue" (see Fig. 3.1), and the colorspace they form is 

commonly referred to as RGB.  The exact wavelengths or range of wavelengths absorbed or emitted 

depends on the methods and materials used for detection and emission. 

 

                                                            
7 Wikipedia, based on data from Stockman, MacLeod & Johnson (1993) Journal of the Optical Society of 

America A, 10, 2491-2521d  <http://en.wikipedia.org/wiki/File:Cones_SMJ2_E.svg> 
8 Sharpe, Lindsay T., et. al: Opsin genes, cone photopigments, color vision, and color blindness, pg. 5 

http://en.wikipedia.org/wiki/File:Cones_SMJ2_E.svg
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Figure 3.1. Emission spectra for "red", "green", and "blue" phosphors of a cathode ray tube (CRT) monitor. 

Although combinations of these three emission spectrums would not come close to replicating all possible 

spectral distributions across the visible spectrum, it is able to produce spectrums which stimulate the L, M, and 

S cone cells in many of the possible combinations, producing a gamut of many of the colors visible to the 

human eye (see Fig. 3.2).9 
 

                                                            
9 Wikipedia <http://en.wikipedia.org/wiki/File:CRT_phosphors.png> 

http://en.wikipedia.org/wiki/File:CRT_phosphors.png
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Figure 3.2. Color gamuts (range of producible colors) produced by LCD screens using various backlighting 

technologies. The gamuts are overlaid on the CIE 1931 Chromaticity Diagram, which approximates the range of 

chromaticities (color values irrespective to luminance) visible to humans.  Note that while the LCD screens 

here are only capable of emitting different intensities of three wavelength ranges (approximated in the shown 

color gamuts as three single wavelengths), it is still able to represent many or most of the human-perceptible 

colors, since human trichromatic vision itself generates color only from differing intensities of the wavelength 

ranges of its three cone types.10 

 

4. The Mosaic Color Filter Array (CFA) 
 

The most common11 method of color detection in image sensors today, the color filter array (CFA), 

allows an image sensor to mimic the sub-spectrum sensitivity property of the human eye's cone cells 

with color filters which restrict the wavelength passband of input light to each photodetector. 

 

In a CFA, a pattern of color filters is overlaid on the image sensor, with a different type of color filter 

for each individual photodetector.  In this way, each photodetector will only measure light intensity 

for wavelengths within the passband of the filter. By employing three different types of color filters, 

an image sensor is able to record intensities at three ranges of wavelengths, which can serve as 

intensities for three primary colors that together produce a gamut representing many of the colors in 

the human visible spectrum. 

                                                            
10 Koskela, Tomi: LED Backlighting for LCDs Requires Unique Drivers 
11 Katz, David and Rick Gentile: CCD and CMOS image sensor processing pipeline 
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Figure 4.1. A color filter array (CFA) overlays individual color filters on each photodetector, thereby restricting 

the sensitivity spectra of the filter+photodetector unit, mimicking the limited spectral response of cone cells in 

the human eye12 

 

4.2 Drawbacks of color filter arrays 
 

For a standard two-dimensional areal image sensor, employing a color filter array (CFA) allows for 

color detection but also introduces a key issue: with  a color filter placed over each photodetector, no 

pixel location receives the total amount nor complete wavelength range of input light.  

 

4.2.1 Loss of luminance information 

 

Since the color filters placed over each photodetector are designed to only allow a small wavelength 

range of light through, any input light outside the passband of the filter is essentially wasted ï this 

light is absorbed or reflected by the filter, and its intensity is never recorded by the sensor.  For a 

color filter array employing n-color filter types (segmenting the input spectrum into n ranges), with 

each filter type equally segmenting the spectrum (ideally the case, though not achieved in practice), 

each photodetector will only receive light from 1 of n spectral ranges, or 1 ὲ of the total light, 

assuming a light source with even spectral distribution.  Overall the sensor will  discard 
ὲ 1

ὲ
 of input 

light  on-average.  For image sensors intended for direct human use, n is typically 3, matching the 

trichroic nature of human vision, so a full 2 3 of input light is discarded. 

                                                            
12 Wikipedia <http://en.wikipedia.org/wiki/File:Bayer_pattern_on_sensor.svg> 

http://en.wikipedia.org/wiki/File:Bayer_pattern_on_sensor.svg
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Figure 4.2. Assuming input light with even spectral distribution, a typical 3-color filter array will discard 

2

3
 of 

light information 13 

 

In addition, the color filters used do not transmit 100% of light, even within the passband.  A typical 

color filter may only transmit 60-70% of light even at the peak wavelength of the passband, and 

much less near the cutoff wavelengths (see Fig 4.3).  In all, an image sensor employing a 3-color CFA 

will end up absorbing the majority of input light and leave the image sensor operating at about 20% 

or less efficiency14 compared to a bare, monochromatic sensor. 

 

Color filter Passband peak 

wavelength 

Quantum 

Efficiency (QE): 

color sensor 

QE 

Monochrome 

sensor 

Color filter transmission 

(
ὗὉὧέὰέὶ

ὗὉάέὲέ
) 

Blue 475nm 0.325 0.475 0.684 

Green 540nm 0.400 0.600 0.667 

Red 625nm 0.325 0.550 0.591 
Figure 4.3. Light transmission of color filters at peak passband wavelengths, derived from comparisons of 

quantum efficiency between CFA color and bare monochrome versions of the Kodak KAF-8300 sensor.15 

 

The loss of light causes several issues associated with general low-light levels ï a longer sampling 

period required to collect the same light amount, weaker signal-to-noise ratio, and higher required 

amplifier gain before readout.  With an efficiency of E relative to a monochromatic image sensor 

(about 0.2 or less, as obtained above), some issues would include requiring 
1

Ὁ
= 5 times input light flux 

or 5 times longer sampling period (for photographic purposes, a 5 times larger aperture diameter or 5 

times longer exposure duration) to attain the same total light input; or dealing with E (0.2) weaker 

signal-to-noise ratio for fixed dark current noise and 
1

Ὁ
= 2.24 greater random shot noise associated 

with 0.2 times as much input light. 

 

                                                            
13 Wikipedia. <http://en.wikipedia.org/wiki/File:Bayer_pattern_on_sensor_profile.svg> 
14 This figure obtained assuming a model RGB sensor with a transmission rate of 0.65 in the passband range (

1

3
 of 

input light)  and transmission of 0 outside of it.  This ([0.65 ×
1

3
] + [0 ×

2

3
]) produces a relative efficiency of 

0.217, which should provide an upper limit as the 0.65 transmission rate at the peak wavelength is not achieved 

elsewhere in the passband. 
15 Quantum-efficiency data from Eastman Kodak Company ï Image Sensor Solutions: Kodak KAF-8300 Image 
Sensor Device Performance Specification 

http://en.wikipedia.org/wiki/File:Bayer_pattern_on_sensor_profile.svg
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4.2.2. Lack of chrominance information for light outside of passband 

 

With each photodetector only measuring light within the passband of its overlaying color filter, each 

photodetector (and resulting location in the output image) has no information on light intensity in 

the spectrum outside of the filterôs passband. 

 

The raw output from a sensor using a typical 3-color CFA, the RGB Bayer filter, would look similar to 

Fig 4.4 (pixels color-coded to show intensities of red, green, or blue light recorded): 

 

 
Figure 4.4. Raw output example from a Bayer filter-equipped image sensor16 

 

There are two primary methods by which we may go about rendering this output into a usable image, 

such that each output pixel would contain intensity values for red, green, and blue light, though each 

has its own issues. 

 

4.2.2.1 Pixel Binning 

 

The first is by pixel-binning ï collecting the information recorded by a set of photodetectors 

(containing at least one of every type of color filter in the CFA) into information for a single output 

pixel.  The intensity measured by each color photodetector is then normalized and taken as the 

intensity for the color over the entire pixel. 

 

                                                            
16 Wikipedia. <http://en.wikipedia.org/wiki/Fi le:Shades_framed_bayer.png> 

http://en.wikipedia.org/wiki/File:Shades_framed_bayer.png
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Figure 4.5. Image rendered from raw data in Fig 4.4, using pixel binning method over 2x2 sets of 

photodetectors.  Vertical and horizontal resolution compared to a monochrome sensor is halved. 

 

This method is not completely precise (the intensity of a particular color assumed over the entire area 

of the pixel is in fact only sampled from a fraction of the pixel area).  In addition, this method reduces 

resolution drastically ï instead of a 1-to-1 correspondence between photodetectors and image pixels 

as in the monochromatic sensor, multiple photodetectors are used to produce one pixel, resulting in 

an output image with 
1

ὦ
 the resolution in each direction (b being the number of photodetectors 

binned for each output pixel). 

 

4.2.2.1 Demosaicing/Interpolation Algorithms 

 

Another method is to interpolate the missing data ï though a particular photodetector may not have 

measured light intensity of a different color at its precise location, it can approximate this information 

by taking and combining values from nearby (ideally adjacent) photodetectors measuring other 

colors.  This interpolation process is known as demosaicing, and many different algorithms exist 

which differ in general quality, speed, and quality for images of various subject matter (different filter 

patterns will also require different algorithms). 

 

 
Figure 4.6. Demosaiced output image from raw Bayer pattern data in Fig. 4.4. 
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Demosaicing algorithms tend to produce superior results to simple pixel binning ï though color 

reproduction may not be as accurate (the reduction in resolution in pixel binning will average out 

some discrepancies and artifacts), demoasicing carries the advantage of maintaining the full 

theoretical resolution of the sensor (1-to-1 correspondence of photodetectors to output pixels), 

though in practice the interpolation of different colors involves interpolation of some of the 

luminance information as well, so resolution will still be below that of a natively monochrome 

sensor. 

 

For a further discussion of demosaicing, including an explanation and visual demonstration of various 

algorithms, see http://www.thedailynathan.com/demosaic 

 

Despite these issues, color filter arrays are by far the most commonly used method for color detection 

for image sensors, especially in the consumer digital imaging market. 

 

4.3 Types of Color Filter Arrays 
 

The selection of color filters used in a CFA are somewhat arbitrary ï any combination of three or 

more color filter types which allow the image sensor to measure light intensity at three or more 

wavelength regions will suffice to recreate color images for trichroic human vision. 

 

4.3.1 Bayer Filter 

 

The Bayer filter pattern is a repetition of groups of 2x2 blocks, which have, in clockwise order, 

"green", "red", "green", and "blue" color filters.  A Bayer filter is therefore composed of 50% "green" 

filters, 25% "red" filters, and 25% "blue" filters. 

 

The color filters in a Bayer filter are designed with passbands for approximately "red", "green", and 

"blue" light.   This pattern closely matches the color response of the human eye, which has long, 

medium, and short wavelength cone cells which are approximately sensitive to red, green, and blue 

wavelength light, respectively.  The RGB measurement provided by the Bayer filter also corresponds 

to the common RGB colorspace that most digital image files are stored in, as well as the RGB output 

of most electronic displays.  For these reasons, the Bayer filter pattern is currently the most common 

CFA implementation found today.17 

 

Though color rendition uses normalized measurements from the separate R, G, and B channels, the 

existence of two green photodetectors for every 2x2 block improves luminance response in the green 

spectrum, which corresponds to the human eye having better response in the same range (Fig. 4.6). 

 

                                                            
17 Lukac, Rastislav and Konstantinos N. Plataniotis: Color Image Processing: Methods and Applications 

http://www.thedailynathan.com/demosaic
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Figure 4.7. Graph of spectral sensitivity for the human eye for photopic vision (combined sensitivity of SML 

cones). The peak occurs at about 555nm, indicating human vision is most sensitive to the green-yellow light of 

this wavelength range.18 

 

While the exact passbands vary from one Bayer filter design to another, and have evolved as different 

filter dyes and pigments have been developed, a typical example used in a modern image sensor is 

shown in Fig 4.8: 

 

  

                                                            
18 Sharpe, Lindsay T. et. al.: A luminous efficiency function, V*(lambda), for daylight adaptation, pg. 965 
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Figure 4.8. Passbands of different color filter types for the Bayer pattern filter on the Kodak KAF-8300 image 

sensor, used on digital still cameras such as the Olympus E-300 and E-500. Note the KAF-8300 uses a slight 

variation on the classic Bayer RGB pattern, using two similar green filter types, designated GRr and GBr.  The 

passband peaks are located at 480nm (B), 540nm (GRr and GBr), and 600nm (R).19 

 

4.3.2 Cyan ïMagenta-Yellow (CMY) Filter 

 

An alternative to the Bayer pattern filter is the CMY filter  (sometimes referred to as CYM ï this 

paper will use the CMY abbreviation), which consists of a pattern of cyan, magenta, and yellow color 

filters.  The usage of the subtractive CMY primary colors runs contrary to the additive RGB primary 

colors which are employed by the Bayer filter, most electronic displays, and the human eye.  The 

CMY primaries do, however, match the primary ink colors used in most color printers, which 

typically employ a subtractive process of absorbing light components starting from completely 

reflective white surfaces.20 

 

Cyan, magenta, and yellow comprise a set of subtractive primary colors which generate colors by 

subtracting color components from an even spectral distribution.  Moreover, CMY represent 

complementary colors to RGB ï cyan light is produced by the absence of light in the red spectrum, 

magenta by absence of green light, and yellow by absence of blue. 

 

                                                            
19 Eastman Kodak Company ï Image Sensor Solutions: Kodak KAF-8300 Image Sensor Device Performance 
Specification 
20 PrepressX: Color Theory Basics 
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Compared to the RGB filters, each of which approximately segments 
1

3
 of the visual spectrum and 

thus takes in only  
1

3
 of full spectrum light on average, each CMY filter blocks light in the range of its 

complementary R, G, or B color, and takes in the  
2

3
 remaining light.  In theory, a CMY filter would 

be twice as efficient in light-gathering ability as an RGB-based filter.  For its KAC-1310 sensor, which 

can be outfitted with either an RGB or CMY CFA, Kodak claims a 50% gain in sensitivity for its CMY 

sensor over RGB.21 

 

Current production techniques for CFAs also enable a higher rate of transmittance for CMY filters.  

The passbands for absorptive color filters used in CFAs are generated with the use of dyes or pigments 

which block certain spectra of light ï typically cyan (red-blocking), yellow (blue-blocking), or 

magenta (green-blocking) filters are used, and RGB filters are simply constructed from combinations 

of these ï red filters are created from a combination of yellow and magenta, green from cyan and 

yellow, and blue from cyan and magenta.  Though the base CMY dye/pigment layers are only 

designed to block a single wavelength range (stopband), they also block some of the light in the 

spectrum outside of the stopband as well.   Since RGB filters are constructed from multiple CMY 

filters, light in the designed passband of the combined dye/pigment layers will in fact be partially 

absorbed multiple times by the layers, resulting in lower overall transmittance compared to a single 

CMY filter  (see Fig. 4.9).22 

                                                            
21 Eastman Kodak Company ï Image Sensor Solutions: Kodak Digital Science KAC-1310 CMOS Sensor 
Technical Data Sheet 
22 Noble, Stephen A: The Technology Inside the New Kodak Professional DCS 620x Digital Camera 
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Figure 4.9. Spectral response of Kodak KAC-1310 sensor with Bayer RGB filter and with Xena CMY filter . Note 

that transmittance rate in the passband for each CMY filter is greater than that of the RGB filter in the same 

range, and that each CMY filter has approximately twice as large passband compared to RGB. These two 

attributes lead to a much greater quantum efficiency for CMY sensors.23 

                                                            
23 Eastman Kodak Company: Kodak Digital Science KAC-1310 CMOS Sensor Technical Data Sheet 
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Another advantage of the CMY filter stems from the considerable overlap of the cyan, yellow, and 

magenta passbands.  Depending on the design of the RGB filter, considerable gaps may appear 

between the passbands of the red, green, and blue filters, where transmittance is very low through 

any of the filters (observe quantum efficiency at approximately 495nm and 590nm in Fig 4.9).  By 

comparison, the considerable overlap of passbands among the CMY filters ensures that no such gaps 

exist ï at the 495nm gap between yellow and magenta passbands, light of this wavelength is still 

transmitted very well through the cyan filters, and light at the 590nm gap between magenta and cyan 

is still transmitted through the yellow filter.  This full spectrum sensitivity is a critical feature in 

spectroscopy and astronomy applications, which often deal with pure spectral colors (light of a single 

wavelength).24 

 

An issue with the CMY filter is a general need to convert images to an RGB colorspace, which is 

required for many digital storage formats and all additive display mediums (CRT monitors, LCD 

screens, projectors, etc.)  CMY produces a different and generally smaller color gamut than that of 

RGB ï thus the range of producible colors is less than that of an RGB sensor.  However, RGB images 

must undergo CMY conversion for subtractive display mediums (color printing), while CMY sensors 

are able to render the full CMY gamut. 

 

 
Figure 4.10. RGB and CMYK color gamuts overlaid on 1931 CIE Chromaticity Diagram.  When RGB-to-CMY 

or CMY-to-RGB colorspace conversion occurs, the range of producible colors is limited to the intersection of 

the RGB and CMY gamuts.  This places native CMY images at a considerable disadvantage for RGB display 

mediums, and RGB images at a similar disadvantage when used with CMY display mediums.25 

 

4.3.2.2 Comparisons of signal-to-noise ratios between native RGB and CMY-converted RGB images 

 

One claim made by some (Holmes26, Buil27) against CMY CFAs is a lower signal-to-noise ratio (SNR) 

relative to RGB-based sensors, once the conversion of color values to RGB is taken into account (this 

                                                            
24 Buil, Christian: RGB versus CMY Color Imagery 
25 Adobe Systems Incorporated: The RGB (CMY) Color Model 
26 Holmes, Alan: The Fictitious CMY Filter Advantage 
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is required for storing digital images in the most common RGB colorspace, and for RGB display of 

images by CRTs, LCDs, and projector systems). 

 

For purposes of SNR, signal corresponds simply to the amount of light collected, and noise is random 

variation in the signal (the standard deviation in the signal is used here).  Images created using 

electronic image sensors have three primary sources of noise:28 

¶ Dark noise: Dark noise refers to the random generation of electrons in photowells as a result of 

random excitation of electrons, and its average rate is temperature-dependent. This is also 

referred to as thermal noise. 

¶ Readout noise: While the accumulated charge for a particular photodetector can range wildly 

depending on exposure and the photowell capacity, in most cases it is too small to be measured 

reliably. Thus, the charge signal must be passed through an analog amplifier before it is read, 

introducing noise. Some image sensors also apply a variable gain to the signal (for photographic 

purposes this is referred to as ISO sensitivity), which can introduce different amounts of noise 

depending on the gain.  Readout noise is also referred to as bias noise. 

¶ Photon noise: Photon noise is caused by irregular arrival rates of photons emitted from any 

naturally-occurring light source.  Photon noise is a Poisson process, and so the distribution of 

arrival rates (and thus photons detected) will carry a standard deviation of Ѝὲ, where n is the 

mean number of photons detected.  Photon noise is also known as shot noise or Poisson noise. 

 

For purposes of comparing CMY against RGB-type CFAs in this section, we assume usage of the same 

underlying image sensor, capturing an image of the same light source, under the same conditions.  In 

this case, temperature-dependent dark noise is the same with both CMY and RGB CFAs, as is readout 

noise (though this will factor in later).  Thus the primary noise variable is photon noise, since CMY 

and RGB capture different amounts of light. 

 

4.3.2.2.1 Noise with an RGB CFA 

 

Each pixel location in the image is made up of three color components detected at that location ï thus 

the signal SRGB of the image can be considered as the sum of those three components: R, G, and B, 

when using an RGB color filter.  

 
 ╢╡╖║= ╡+ ╖+ ║ Equation 4.1 

 

The noise N for our signal is the root-mean-square (RMS) sum of noise for the R, G, and B signals.   

Modeling the standard deviation as an average fluctuation due to photon noise (ὔ= ЍὛ), noise is as 

follows: 
  

 ╝╡╖║= ╝╡ + ╝╖ + ╝║ = Ѝ╡ + Ѝ╖ + Ѝ║ = Ѝ╡+ ╖+ ║= ╢╡╖║ Equation 4.2 

 

The signal to noise ratio (SNR) is then: 

                                                                                                                                                                                                
27 Buil, Christian: RGB versus CMY Color Imagery 
28 Medkeff, Jeff: Using Image Calibration to Reduce Noise in Digital Images 
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 ╢╝╡╡╖║=
╢╡╖║

╝╡╖║
=
╢╡╖║

╢╡╖║
= ╢╡╖║= Ѝ╡+ ╖+ ║ Equation 4.3 

 

4.3.2.2.2 Noise with a CMY CFA 

 

The signal SCMY for a CMY image is created by a combination of Cyan (C), Magenta (M), and Yellow 

(Y) components. Analogous to an RGB sensor, the noise for a CMY sensor is defined: 

 
 ╢╒╜╨= ╒+ ╜+ ╨ Equation 4.4 

 

 ╝╒╜╨=  ╢╒╜╨= ╝╒ + ╝╜ + ╝╨ = Ѝ╒+ ╜+ ╨  Equation 4.5 

 

 ╢╝╡╒╜╨=
╢╒╜╨

╝╒╜╨
=
╢╒╜╨

╢╒╜╨
= ╢╒╜╨= Ѝ╒+ ╜+ ╨ Equation 4.6 

 

4.3.2.2.3 Comparison between RGB and CMY CFAs 

 

By definition, cyan, magenta, and yellow are simply combinations of red, green, and blue light, as 

defined by the following identit ies:29 

 
 ╒= ║+ ╖ Equation 4.7 

 ╜ = ╡+ ║ Equation 4.8 

 ╨= ╖+ ╡ Equation 4.9 

 

This allows us to compare directly the RGB and CMY images by substituting in Eqns. 4.7-4.9. 

 
 ╢╒╜╨= ╒+ ╜+ ╨=  ║+ ╖ + ╡+ ║ + ╖+ ╡ = ║+ ╡+ ╖ Equation 4.10a 

 ╢╒╜╨= (╡+ ╖+ ║)  Equation 4.10b 

 

 ╝╒╜╨=  ╢╒╜╨= (╡+ ╖+ ║) = ЍЍ╡+ ╖+ ║ Equation 4.11 

 

 ╢╝╡╒╜╨=
╢╒╜╨

╝╒╜╨
=
╢╒╜╨

╢╒╜╨
= ╢╒╜╨= ЍЍ╡+ ╖+ ║ Equation 4.12 

 

Directly comparing these results to the RGB signal, we obtain: 

 

 
╢╒╜╨

╢╡╖║
=

(╡+╖+║)

╡+╖+║
=  Equation 4.13 

 

 
╝╒╜╨

╝╡╖║
=
ЍЍ╡+╖+║

Ѝ╡+╖+║
= Ѝ  Equation 4.14 

 

 
╢╝╡╒╜╨

╢╝╡╡╖║
=
ЍЍ╡+╖+║

Ѝ╡+╖+║
= Ѝ   Equation 4.15 

                                                            
29 Holmes, Alan: The Fictitious CMY Filter Advantage 
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From Eqns. 4.13-4.15 we obtain that a CMY filter, under the same input light and capture conditions, 

receives twice the signal and generates a better SNR by a factor of Ѝ2 compared to the RGB filter, 

ignoring dark noise and readout noise, which remains constant between both filter setups. 

 

4.3.2.2.4 Saturation-level scenario 

 

However, while CMY sensors will always generate a greater signal given the same input light in 

theory, in practice there is an upper limit to the amount of signal which can be captured: the electron 

capacity of the potential well at each photodetector.  Thus, while CMY sensors may be able to detect 

light with greater efficiency and reach a certain level of signal at a faster rate than an RGB sensor, the 

final signal for any color channel in both cases can be at most some SMAX corresponding to the 

electron capacity X of the potential wells of the image sensor. 

 

Under this scenario, then, when light input rate and sample time is a non-issue (in this case, each 

sensor operates at its minimum gain level, or "base ISO sensitivity" in photographic terms), it is clear 

to see that the maximum signal will be: 

 
 ╧= ╡= ╖= ║= ╒= ╜ = ╨ Equation 4.16 

 

It is clear then that Eqns. 4.1-4.3 and 4.4-4.6 are now equivalent, and thus Ὓὅὓὣ= ὛὙὋὄ, ὔὅὓὣ=

ὔὙὋὄ, and ὛὔὙὅὓὣ= ὛὔὙὙὋὄ.  In the scenario of a maximally saturated sensor, there is no 

appreciable advantage in using either RGB or CMY, in terms of signal-to-noise ratio. 

 

Note that the CMY-RGB identities in Eqns. 4.7-4.9 are no longer valid in this scenario 

 

4.3.2.2.5 Noise introduced in CMY-to-RGB conversion 

 

One element left out thus far is the need in most cases for CMY images to be converted into RGB, as 

most instances of digital storage and all current electronic display output of images requires handling 

in the RGB colorspace.  Manipulating the CMY identities in Eqns. 4.7-4.9, we obtain the following: 

 
 ╡ᴂ=  ╨+ ╜ ╒ Equation 4.17 

 ╖ᴂ=  ╨+ ╒ ╜ Equation 4.18 

 ║ᴂ=  ╒+ ╜ ╨ Equation 4.19 

 

4.3.2.2.5 Saturation-level scenario 

 

In the case of our maximally saturated sensor (substituting Eqn. 4.16 into Eqns. 4.17-4.19): 
 

 ╡ᴂ= ╖ᴂ= ║ᴂ=  ╧+ ╧ ╧= ╧ Equation 4.20 

 

And so the signal for each color channel in the native RGB image and the CMY-converted RGB 

image is the same, as is the case between the native RGB and CMY images. 
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 ╧= ╡ᴂ= ╖ᴂ= ║ᴂ=  ╡= ╖= ║ Equation 4.21 

 

However, because the color channels in the CMY-converted image are simply summations of the C, 

M, and Y signals originally captured, the noise associated with the CMY signals must also be summed 

(in RMS fashion): 

 

 ╝╡ᴂ= ╝╖ᴂ= ╝║ᴂ= ╝╒ + ╝╜ + ╝╨ = Ѝ╒+ ╜+ ╨ Equation 4.22 

 

Substituting Eqn. 4.16 into Eqn. 4.22, we arrive at: 

 

 ╝╡ᴂ= ╝╖ᴂ= ╝║ᴂ= Ѝ╒+ ╜+ ╨= Ѝ╧+ ╧+ ╧= Ѝ╧ Equation 4.23 

 

for each color channel, and an overall noise and SNR of 

 

 ╝╡ᴂ╖ᴂ║ᴂ= ╝╡ᴂ + ╝╖ᴂ + ╝║ᴂ = Ѝ╧+ ╧+ ╧= Ѝ╧ Equation 4.24 

 

 

 ╢╝╡╡ᴂ╖ᴂ║ᴂ=
╢╝╡╡ᴂ╖ᴂ║ᴂ

╝╡ᴂ╖ᴂ║ᴂ
=
╡ᴂ+╖ᴂ+║ᴂ

Ѝ╧
=
╧+╧+╧

Ѝ╧
=

╧

Ѝ╧
= Ѝ╧ Equation 4.25 

  

Comparing this to the native RGB image (as well as the native CMY image, which we established as 

equal in 4.3.2.2.4): 

 

 ╝╡╖║= Ѝ╡+ ╖+ ║= Ѝ╧+ ╧+ ╧= Ѝ╧ Equation 4.26 

 

 ╢╝╡╡╖║=
╢╡╖║

╝╡╖║
=
╡+╖+║

Ѝ╧
=
╧+╧+╧

Ѝ╧
=

╧

Ѝ╧
= Ѝ╧ Equation 4.27 

 

 
╝╡ᴂ╖ᴂ║ᴂ

╝╡╖║
=

Ѝ╧

Ѝ╧
= Ѝ  Equation 4.28 

 

 
╢╝╡╡ᴂ╖ᴂ║ᴂ

╢╝╡╡╖║
=
Ѝ╧

Ѝ╧
=
Ѝ

.  Equation 4.29 

 

Equations 4.28-4.29 demonstrate that the CMY-converted RGB image in fact has more noise (and 

thus lower SNR, as we have established the signals are equivalent in this scenario) than the native 

RGB image, as well as the original CMY image. 

 

For applications in which the sensor is maximally saturated, a CMY sensor loses its sensitivity 

advantage, and has an increased noise level due to the summing of noise during the CMY-to-RGB 

conversion process.  This produces a lower overall signal-to-noise ratio when compared to a native 

RGB image or the original CMY image.  
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4.3.2.2.6 Non-saturation-level scenario 

 

Summarizing Sections 4.3.2.2.1-4.3.2.2.5, the superior light-gathering capabilities of a CMY sensor 

give it an advantage in signal, while the necessary RGB conversion introduces noise which 

counteracts the advantage in SNR.  In a maximally-saturated sensor scenario the signal advantage of 

CMY is eliminated, while the RGB conversion-induced noise remains, resulting in worse overall SNR 

performance.  This section analyzes whether the CMY signal advantage in a non-maximally saturated 

scenario (as discussed in Sec. 4.3.2.2.1-4.3.2.2.3) is great enough to overcome the noise disadvantage 

of the RGB conversion. 

  

We assume a light source with even spectral distribution as input, such that 

 
 ╦ = ╡= ╖= ║ Equation 4.30 

 ╒= ║+ ╖= ╦ Equation 4.31 

 ╜ = ╡+ ║= ╦ Equation 4.32 

 ╨= ╖+ ╡= ╦ Equation 4.33 

 

As defined in Eqns. 4.17-4.19, the CMY-converted RGB signals will then be: 

 
 ╡ᴂ=  ╨+ ╜ ╒= ╦ + ╦ ╦ = ╦ Equation 4.34 

 ╖ᴂ=  ╨+ ╒ ╜ = ╦ + ╦ ╦ = ╦ Equation 4.35 

 ║ᴂ=  ╒+ ╜ ╨= ╦ + ╦ ╦ = ╦ Equation 4.36 

 

The noise for each of the channels in the CMY-converted RGB signal is (from Eqn. 4.23): 

 

 ╝╡ᴂ= ╝╖ᴂ= ╝║ᴂ= Ѝ╒+ ╜+ ╨= Ѝ╦ + ╦ + ╦ = Ѝ╦ Equation 4.37 

 

and SNRs for the overall CMY-converted RGB and native RGB signals are: 

 

 ╢╝╡╡ᴂ╖ᴂ║ᴂ=
╢╡ᴂ╖ᴂ║ᴂ

╝╡ᴂ╖ᴂ║ᴂ
=

╡ᴂ+╖ᴂ+║ᴂ

╝╡ᴂ+╝╖ᴂ+╝║ᴂ

 Equation 4.38a 

 ╢╝╡╡ᴂ╖ᴂ║ᴂ=
╦+ ╦+ ╦

Ѝ╦+ ╦+ ╦
=

╦

Ѝ ╦
= Ѝ╦ Equation 4.38b 

 

 

 ╢╝╡╡╖║=
╢╡╖║

╝╡╖║
=

╡+╖+║

╝╡ᴂ+╝╖ᴂ+╝║ᴂ

 Equation 4.39a 

 ╢╝╡╡╖║=
╦

Ѝ╦ +Ѝ╦ +Ѝ╦

=
╦

Ѝ╦
= Ѝ╦ Equation 4.39b 

 

Finally, comparing the converted RGB signal to the native RGB signal yields: 

 

 
╢╝╡╡ᴂ╖ᴂ║ᴂ

╢╝╡╡╖║
=
Ѝ╦

Ѝ╦
=  Equation 4.40 
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This result seems to validate claims by Buil and Holmes that a CMY CFA does in fact produce images 

with weaker SNR when the final output image is in RGB format.  However, some confounding 

variables still exist, making it  impossible to claim that an RGB CFA sensor produces superior SNR in 

absolute terms. 

 

¶ As mentioned above and shown in Fig. 4.9, CMY filters more effectively transmit light in the 

passband, and are not as effective at blocking light in the stopband.  Thus total light transmitted 

will in fact exceed the theoretical 2x that of the RGB filter, and generate an even greater relative 

SNR than that shown in Eqn. 4.15. 

¶ This discussion ignores readout noise, on the presumption that it would be equivalent given the 

same sensor and readout hardware is used.  However, as a more effective light detector, a CMY 

sensor would operate using a lower amplifier gain in all cases (in photographic terms, it would 

have a lower base ISO).  An RGB sensor, having collected only half the signal as a CMY sensor, 

would need twice the signal gain before readout, introducing the potential for greater noise via 

the amplifier.  How much of an effect the gain would have on readout noise is dependent on the 

amplifier, and would vary from sensor to sensor. 

¶ For an imaging device intended solely to output to a display format using subtractive primaries 

(color printing, for instance), no RGB conversion would be necessary and a CMY sensor would 

retain its SNR advantages as outlined in Sec. 4.3.2.2.3.  Native RGB images would be placed at an 

even further disadvantage in this case by noise introduced by the RGB-to-CMY conversion, by 

math similar to that shown in Eqn. 4.22 for the CMY-to-RGB conversion process. 

 

4.3.3. RGBW partial panchromatic filter  

 

A recent modification to the Bayer filter design by Kodak is a replacement of some green 

photodetectors with what Kodak terms "panchromatic pixels" ï essentially, a complete removal of 

some of the green color filters, so that those photodetectors will be sensitive to light across the visible 

spectrum.  By converting half of the green filters to filter-less monochromatic photodetectors, this 

"RGBW" filter (W standing for white) loses roughly a quarter of color resolution, but gains about 50% 

in light gathering efficiency30 (the actual amount will  be even higher, due to eliminating the loss from 

light absorption in the passband of the removed green filter).  Thus far the primary application of 

these RGBW sensors has been in smaller scale sensors for compact devices such as mobile phones, 

where small sensor areas necessitate maximizing light collecting efficiency.31 

 

                                                            
30 A 3x light-gathering increase in the 'panchromatic' photodetectors (25% of total detectors), while the color 

photodetectors (75%) remain the same: 1 × .75 + 3 × .25 = 1.5 
31 Eastman Kodak Company: New KODAK Image Sensor Technology Redefines Digital Image Capture 
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Figure 4.11. Classic Bayer filter (left)32 and RGBW filter (right)33.The RGBW filter removes one of the green 

filters from the Bayer filter design, allowing it to detect the full spectrum of light and improving overall 

luminance sensitivity, at the expense of chrominance resolution. 

 

Though roughly one quarter of color resolution is lost using an RGBW filter, this loss is minor 

relative to the 50% gain in luminance information, which human vision has a greater responsive to.34  

An example in the following section following this demonstrates the relatively minor effects of color 

resolution decrease. 

 

A somewhat restrictive issue in the RGBW filter design is use in maximal saturation scenarios (lowest 

gain or "base ISO sensitivity").  Since the panchromatic photodetector collects light much more 

efficiently than its adjacent filtered photodetectors, it will thus saturate the electron capacity of its 

photowell much quicker35.  At this point, allowing the sensor to detect any additional light will 

exceed the saturation level for the panchromatic photodetector, effectively rendering its information 

useless.  Thus, at the saturation level for the panchromatic photodetector (and thus for the entire 

sensor), the colored photodetectors will always be undersampled and cannot reach full saturation, 

leading to greater noise (chrominance noise especially) compared to a conventional CFA.  This 

problem is not encountered in higher gain modes where the sensor does not fully saturate and allows 

extra headroom for the panchromatic detector. Thus the RGBW filter is most useful for low-light 

situations when high-gain modes are used. 

 

 

 

 

 

 

 

 

 

 

 

 

                                                            
32 Wikipedia. <http://en.wikipedia.org/wiki/File:Bayer_pattern.svg> 
33 Wikipedia. <http://en.wikipedia.org/wiki/Fil e:RGBW_Bayer.svg> 
34 Compton, John and John Hamilton: Color Filter Array 2.0 
35 Johnston, Mike: A Brief Interview With John Hamilton  

http://en.wikipedia.org/wiki/File:Bayer_pattern.svg
http://en.wikipedia.org/wiki/File:RGBW_Bayer.svg


23 

4.3.3.1 Demonstration of effects of color resolution decrease 

 

 
Figure 4.12. In this image, resolution has been down-sampled to 

1

16
, or by 93.75%.  This is an exaggeration of 

the effect of the RGBW filter for illustrative purposes. The RGBW filter only decreases color resolution to 
3

4
 

(25% reduction) compared to a Bayer CFA. 
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Figure 4.13. A greyscaled version of the original image, averaging all chrominance values and displaying only 

luminance information. 
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Figure 4.14. A combination of the images in Fig. 4.12 and Fig. 4.13, using luminance values from Fig. 4.13 and 

hue and saturation (chrominance) values from 4.12. This image has 1/16th of the color resolution and the full 

luminance resolution of the original image, taken using an image sensor with Bayer filter.  We should expect 

much better performance on an RGBW sensor, which would retain 3/4 the color resolution and full luminance 

resolution of a Bayer filter image, and in return enhance sensitivity by 50%. 
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Figure 4.15. The original image, for reference. Note the differences between it and the modified image in Fig. 

4.14 are fairly minor, despite a dramatic (93.75%) reduction in color resolution. 

 

5. Sequential color capture ("Multishot") 
 

One alternative to using a patterned color filter array is to simply split the capture of an image into 

multiple captures, each one using one of the color filter types over the entire image sensor to collect 

intensity information for that color.  As a replacement for an RGB-based filter  array, for example, a 

sequential capture process would involve the sensor making three captures ï once each with a red, 

green, and blue filter ï to record intensity for each of those color components, at every pixel location. 

 

Since color intensity for each color component is measured at every pixel location, a sequential color 

capture system does not require any demosaicing to reinterpolate color data like CFAs do.  This 

results in better color accuracy, less interpolation artifacts, and greater color resolution. 

 

The multiple capture requirement of sequential capture limits its applications however ï total capture 

time for the entire image is at least n-times (n for the number of color filter types) that of an 

equivalent CFA sensor, and any inconsistencies in the image between captures, either from 

displacement of the camera or displacement of the subject, will cause subjects in the image to appear 


